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DEF: Parallel Computer:  A set of processors capable of working 
    cooperatively to solve a computational problem. 
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TECHNOLOGICAL TRENDS (1) 
 
 

 
 

Peak performance of some of the fastest supercomputers, 1945--1995. The 
exponential growth flattened off somewhat in the 1980s but is accelerating again 
as massively parallel supercomputers become available. Here, ``o'' are 
uniprocessors, ``+'' denotes modestly parallel vector computers with 4--16 
processors, and ``x'' denotes massively parallel computers with hundreds or 
thousands of processors. Typically, massively parallel computers achieve a lower 
proportion of their peak performance on realistic applications than do vector 
computers. [source: Foster:3] 
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TECHNOLOGICAL TRENDS (2) 
 
 

 
 
Trends in computer clock cycle times. Conventional vector supercomputer cycle 
times (denoted ``o'') have decreased only by a factor of 3 in sixteen years, from 
the CRAY-1 (12.5 nanoseconds) to the C90 (4.0). RISC microprocessors (denoted 
``+'') are fast approaching the same performance. Both architectures appear to be 
approaching physical limits. [source: Foster:3] 
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TECHNOLOGICAL TRENDS (3) 
 
 

 
 
Number of processors in massively parallel computers (``o'') and vector 
multiprocessors (``+''). In both cases, a steady increase in processor count is 
apparent. A similar trend is starting to occur in workstations, and personal 
computers can be expected to follow the same trend. [source: Foster:3] 
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COST  OF  CHALLENGES (1) 
 
 
 
 

 
 
 
 

Various refinements proposed to climate models, 
and the increased computational requirements associated with these refinements. 

Altogether, these refinements could increase computational requirements by 
a factor of between and . [source: Foster:3] 
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COST  OF  CHALLENGES (2) 
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REALITY CHECK 
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MACHINE  MODELS: 

The von Neumann Computer 
 

 
 

 
A central processing unit (CPU) executes a program that performs a 
sequence of read and write operations on an attached memory. 
 
 

MACHINE  MODELS: 
The Multicomputer 

 
 

 
 
An idealized parallel computer model. Each node consists of a von 
Neumann machine: a CPU and memory. A node can communicate with 
other nodes by sending and receiving messages over an interconnection 
network. [source: Foster:3] 
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MACHINE  MODELS: 

Sample Supercomputer Architectures 
 
 

 
 
 
Classes of parallel computer architectures. From top to bottom: 
a distributed-memory MIMD computer with a mesh interconnect, 
a shared-memory multiprocessor, and a local area network 
(in this case, an Ethernet). In each case, P denotes an independent 
processor. [source: Foster:3] 
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